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ABSTRACT 

 
The growing popularity of the World

utilize Internet services as means of maximizing their profit by promoting products and 

services. Electronic commerce, which is also known as e

economic environment in which business activities, such as purchasing products and 

advertising goods, are performed by using electronic communications. Web interface design 

is an important ‘pull factor’ in e-

can be determinants of the success or failure of commercial websites, and electronic 

catalogues represent a fundamental factor in this respect. Electronic catalogues or e

catalogues are mainly used to provide users with information about products and 

Consequently, it is one of the core support information systems of e

The aim of this study is to investigate the usability of e

commerce websites, which are Buy.com and Qvc.com. Moreover, to investigate the

efficiency of the two usability evaluation methods which are modified heuristics evaluation 

and user testing in discovering usability problems of the online catalogue designs ‘

catalogues’ for e-commerce websites. Also, to explore how expert evaluators’ 

users’ experience can be exploited to discover the good and bad practices that can increase or 

decrease users satisfaction. 

The study concluded that the usability of e

users’ overall acceptance of shoppi

organisation, consistency and matching the real world are the most important usability 

guidelines in any e-catalogue design. Also, product classification has proved to be the 

backbone of all online catalogues. The results indicate

from poor compliance with Nielsen’s traditional usability heuristics is also more likely to fail 

in gaining adequate levels of user satisfaction. This proves that this set of heuristi

be used as a powerful tool for improving interface quality in Web 2.0. 

The results also suggest that, in real

misleading results. The heuristics evaluation method was more effective in finding a gr

number of usability problems at a low cost and with fewer resources, although the usability 

testing method was better in finding the more serious ones.
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The growing popularity of the World-Wide-Web has motivated many companies to 

utilize Internet services as means of maximizing their profit by promoting products and 

services. Electronic commerce, which is also known as e-commerce, can be defined as an 

omic environment in which business activities, such as purchasing products and 

advertising goods, are performed by using electronic communications. Web interface design 

-commerce websites. Various elements associated with 

can be determinants of the success or failure of commercial websites, and electronic 

catalogues represent a fundamental factor in this respect. Electronic catalogues or e

catalogues are mainly used to provide users with information about products and 

Consequently, it is one of the core support information systems of e-commerce websites.

The aim of this study is to investigate the usability of e-catalogues for two e

commerce websites, which are Buy.com and Qvc.com. Moreover, to investigate the

efficiency of the two usability evaluation methods which are modified heuristics evaluation 

and user testing in discovering usability problems of the online catalogue designs ‘

commerce websites. Also, to explore how expert evaluators’ knowledge and 

users’ experience can be exploited to discover the good and bad practices that can increase or 

The study concluded that the usability of e-catalogues can significantly influence 

users’ overall acceptance of shopping websites. The results suggest that attractive design, 

organisation, consistency and matching the real world are the most important usability 

catalogue design. Also, product classification has proved to be the 

atalogues. The results indicate that any e-catalogue designs that suffer 

from poor compliance with Nielsen’s traditional usability heuristics is also more likely to fail 

in gaining adequate levels of user satisfaction. This proves that this set of heuristi

be used as a powerful tool for improving interface quality in Web 2.0.  

The results also suggest that, in real-life cases, relying on one UEM might provide 

misleading results. The heuristics evaluation method was more effective in finding a gr

number of usability problems at a low cost and with fewer resources, although the usability 

testing method was better in finding the more serious ones. 
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INTRODUCTION 

 
The growing popularity of the World

utilise Internet services as means of maximising their profit by promoting products and 

services. Electronic commerce, which is also known as e

economic environment in which business activities, such as purchasing products and 

advertising goods, are performed by using electronic communications [Qin, 2009]. E

commerce websites are complex systems that consist of “front

E-catalogue Management System, and “back

Processing Systems (TPS) [Albers and Still, 2010]. Designing systems for unknown 

audiences adds further complexity to the e

with many types of users. Therefore, 

and environment have to be identified and considered in the analysis and design phase. The 

user’s decision-making process is influenced by various factors; these are: web usability and 

functionality, cost, aesthetics, brand and users’ reviews [Lee and Koubek, 2010]. Each 

these factors has a different weight, based on the mental model of the user, who has unique 

preferences. In the field of e-commerce, it is not an easy task to identify what makes a 

website successful, as this is influenced by the type of audience an

such as the context, the purpose and the type of system as well as the adopted technologies 

[Lee and Koubek, 2010]. To sum up, online product catalogues (e

key aspects of e-commerce websites, so they must

carefully. However, many website owners outsource these tasks. In principle, this is due to 

the fact that specialists can do these better and at lower costs. However, those owners may 

end up with interfaces that do not 

As this research focuses on usability issues, it is worth mentioning that many 

guidelines, such as in [Thatcher et al

apply what is called a “Design for all” approach [Porrero, 1998], which

universal design of user interfaces from different perspectives, such as usability, which can 

equally influence all types of users [Thatcher et al., 2006]

users with disabilities. Although website

experience many usability problems [Webcredible, 2010a; Webcredible, 2010b; 

Webcredible, 2009]. The broad aim of this paper is to investigate the influence of different e

catalogue implementations on user sa

help e-commerce website analysts and designers in applying usability guidelines, and 

determining which aspects should be taken into account, based on various elements such as 

the area of business and the audience. The aim of this paper is to identify the usability 

problems of e-catalogues for two e

evaluation methods (UEMs) out of ‘modified heuristics’ and user testing’ would provide the 

best results in terms of detecting problems of e

heuristics out of ten general heuristics do not work, then remove them, to develop and add 

new heuristics that cover areas not covered by general heuristics, to create foc

heuristics. 

This paper is organized in the following way. Section 2 starts with a Literature 

Review to this study that includes a definition of e

severity rating, number of evaluators and users, h

Section 3 discusses the methodology that was applied in the current study. Section 4 

discusses the actual experiments. Section 5 provides an analysis and discussion of the results. 

Section 6 presents the conclusion.
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have to be identified and considered in the analysis and design phase. The 

making process is influenced by various factors; these are: web usability and 

functionality, cost, aesthetics, brand and users’ reviews [Lee and Koubek, 2010]. Each 

these factors has a different weight, based on the mental model of the user, who has unique 

commerce, it is not an easy task to identify what makes a 

website successful, as this is influenced by the type of audience and many other attributes, 

such as the context, the purpose and the type of system as well as the adopted technologies 

[Lee and Koubek, 2010]. To sum up, online product catalogues (e-catalogues) are one of the 

commerce websites, so they must be designed, implemented and tested 

carefully. However, many website owners outsource these tasks. In principle, this is due to 

the fact that specialists can do these better and at lower costs. However, those owners may 

end up with interfaces that do not satisfy users. 

As this research focuses on usability issues, it is worth mentioning that many 

guidelines, such as in [Thatcher et al., 2006] and [Nielsen, 2000a], have been proposed to 

apply what is called a “Design for all” approach [Porrero, 1998], which is basically about the 

universal design of user interfaces from different perspectives, such as usability, which can 

ence all types of users [Thatcher et al., 2006], or accessibility, which can impact 

users with disabilities. Although websites have shown continuous improvement, users still 

experience many usability problems [Webcredible, 2010a; Webcredible, 2010b; 

Webcredible, 2009]. The broad aim of this paper is to investigate the influence of different e

catalogue implementations on user satisfaction. The results of this research can be used to 

commerce website analysts and designers in applying usability guidelines, and 

determining which aspects should be taken into account, based on various elements such as 

the audience. The aim of this paper is to identify the usability 

catalogues for two e-commerce websites. Also, to investigate which usability 

evaluation methods (UEMs) out of ‘modified heuristics’ and user testing’ would provide the 

lts in terms of detecting problems of e-catalogue. the first step is to assess which 

heuristics out of ten general heuristics do not work, then remove them, to develop and add 

new heuristics that cover areas not covered by general heuristics, to create focussed modified 

This paper is organized in the following way. Section 2 starts with a Literature 

Review to this study that includes a definition of e-catalogues, usability, usability problems, a 

severity rating, number of evaluators and users, heuristics process and usability testing. 

Section 3 discusses the methodology that was applied in the current study. Section 4 

discusses the actual experiments. Section 5 provides an analysis and discussion of the results. 

Section 6 presents the conclusion.  
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One of the core support information systems of e

products catalogue. It is mainly used to provide users with information about products and 

services. The benefits of this tool are many: lowering adver

adding more flexibility to browsing, updating information, adapting information based on 

users’ preferences, and extending searches to other catalogues in what is called “joint 

catalogues”. These are just a few examples of 

websites [Suh, 2005]. Much research has been carried out to analyse different models of e

catalogues and build better ones. In general, e

the functions illustrated in Figure 1. Some functions vary based on the nature of the market. 

Negotiation, which is associated with communication, is a good case in point in that while in 

retail markets, prices and other features are fixed, in other markets such as stocks and 

auctions, it is a fundamental aspect [Yen and Kong, 2002]. Maes et al. (1999) concluded that 

there are similar buying process stages in all the theories and models that they analysed. 

These stages are: Need identification, Product brokering, Merchant brokering, N

Payment and delivery, and finally Service and evaluation. It is true that the major challenge 

in the website environment is how to keep users attracted for a sufficiently long period of 

time. From the users’ perspective, while many studies have

important element and that users are “goal
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Figure 1: Functional definition of electronic catalogue [Yen and Kong, 2002]

 

In software development lifecycles, the concept of usability as an engineering activity 

has become a fundamental element. There are many definitions of usability. [ISO, 1998] has 

defined usability as, “the extent to which a product can be used by specific 

specified goals with effectiveness, efficiency and satisfaction in a specified context of use”. 

From a practical perspective, it can be defined as a set of attributes and practices that should 

be considered during the analysis and design p

From a user perspective, it is the experience that he or she gets when performing a task 

“without hindrance, hesitation or question” [Rubin and Chisnell, 2008]. Also, it is a formal 

method for measuring the quality of any interface design, as perceived by users. The 

reviewed literature shows that usability is not a single ‘one

interface. There are many usability attributes (usability measures) that should be taken into 

account and measured during experimental sessions. They are the tools that can be used to 

determine whether or not an interface design is likely to provide users with a satisfactory 

experience. In usability testing/inspection studies, the aspects of the system that ar

measured (and how they are to be measured) should be clearly specified. Usability measures 
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experience. In usability testing/inspection studies, the aspects of the system that ar

measured (and how they are to be measured) should be clearly specified. Usability measures 
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can provide both qualitative and quantitative results. Nielsen (2001c) argued that while 

qualitative studies are more credible, measuring usability through c

(statistics) is still worth doing. He pointed out that this is because quantitative studies enable 

researchers to focus on specific aspects rather than

2004]. Shackel, and Richardson (1991) proposed a four

definition of usability, in which effectiveness, learnability, flexibility and attitude are the 

attributes that influence the acceptance of a product. Nielsen (1994) introduced some 

different attributes, including learnability, efficiency, memorability, and error handling. 

Learnability can be defined as, “a measure of the degree to which a user interface can be 

learned quickly and effectively” [Usabilityfirst, 2011b]. Efficiency is the speed

task is accomplished accurately [Nielsen, 1994], and can be assessed by measuring the time 

spent on tasks. Effectiveness is the degree to which an interface helps users to achieve tasks 

as they were intended [Rubin and Chisnell, 2008]. It can

rate or number of errors. Satisfaction is the degree to which users’ expectations and system 

performance are matched [Nielsen, 1994]. It can be measured by registering users’ subjective 

responses to a set of questions or

observing users while they interact with the system.

Usability evaluation methods (UEMs) are a set of techniques that are used to measure 

usability attributes. They can be divided into three categories

Heuristic evaluation is one category of inspection methods. It was developed by Nielsen and 

Molich (1990a), guided by a set of general usability principles, “heuristics”. It can be defined 

as a process that requires a specific number of experts to use the heuristics in order to find 

usability problems in a broad range of interface designs in a short time and with ease 

[Nielsen and and Molich, 1990a]. Magoulas et al. stated that “heuristic evaluation is a widely 

accepted method for diagnosing potential usability problems and is popular in both academia 

and industry” [Magoulas et al., 1990].

and can be used throughout the development process. However, it is a subjective a

that depends on the evaluator’s experience and it produces a large number of false positives 

which are not usability problems

real users and the lack of methodology of identifying i

[Nielsen and Molich, 1990b; Holzinger, 2005; Nielsen and Loranger, 2006]

There is no specific procedure for performing heuristic evaluation.  Nielsen (1994) 

provided a model procedure for heuristic evaluation as shown in Figure 2. 

evaluation coordination session (a.k.a training session) is very important. Before the expert 

evaluators evaluate the targeted website, they should take about 10 minutes browsing the site 

to familiarize themselves with it. Also, they should take no

familiarisation. If the domain is not familiar to the evaluators, the training session provides a 

good opportunity to present the domain. It is recommended that in the training session 

(familiarisation), the evaluators evalu

sure that all the principles are appropriate for this kind of website. In the actual evaluation, 

each evaluator is expected to take around one hour to list all usability problems. However, 

the actual time taken for evaluation should always be noted. The debriefing session would be 

conducted primarily in a brainstorming mode and would focus on discussions of possible 

redesigns to address the major usability problems and general problematic aspects of the

design. A debriefing is also a good opportunity for discussing the positive aspects of the 

design, since heuristic evaluation does not otherwise address this important issue. After that, 

the results of the evaluations are collected into actual evaluation 

into a single table after removing any redundant data. After the problems are combined, the 

evaluators should individually estimate the severity of each problem [Chattratichart and 

Lindgaard, 2008]. 
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evaluators evaluate the targeted website, they should take about 10 minutes browsing the site 

te of the actual time taken for 

familiarisation. If the domain is not familiar to the evaluators, the training session provides a 
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tables, and then combined 

into a single table after removing any redundant data. After the problems are combined, the 

evaluators should individually estimate the severity of each problem [Chattratichart and 
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In addition, computer technologies are becoming ever more integrated into everyday 

life, and new types of human computer interaction are emerging. Consequently, the general 

ten heuristics are not readily applicable to many new domains with different goals 

usability issues. Also, some studies such as [Thompson and Kemp, 2009] suggest that in 

social networking websites, which classify as Web 2.0 sites, have poor compliance to 

Nielsen’s heuristics. Therefore, e

also classified as Web 2.0 sites might have poor compliance as well. For this reason, Ling 

and Salvendy (2005) outlined two ways to develop a new set of heuristics which are; 1) 

development: this step means that the researchers should assess t

identify those heuristics that do not work, and remove them. Then, develop new heuristics to 

cover areas not covered by Nielsen’s heuristics. Finally, these new heuristics are added to the 

ones remaining from Nielsen’s set. 2) 

compare the newly developed heuristics with Nielsen’s original set by empirical processes. 

Then, one must investigate the results to determine which is better.

Usability testing is another method of i

methods in terms of who conducts the evaluation and how it should be conducted. This 

method involves having end-user representatives who are observed whilst performing a set of 

carefully designed tasks that cove

tools can be used to conduct usability testing. Thinking Aloud Protocol is one tool that 

involves a specific number of users who interact with the system individually, based on pre

defined tasks. Encouraging the participants to provide verbal descriptions of what they are 

intending to do and what is happening on the screen is the main aspect of this method [Rubin, 

and Chisnell, 2008]. It is believed to be one of the best methods for collecting qualit

data, especially when incorporating some usability inquiry methods such as interviews and 

questionnaires [Nielsen, 1994]. It has been argued that Thinking Aloud Protocol should be 

avoided in certain circumstances. [Rubin, and Chisnell,2008] suggested

designed to assess the efficiency of a system (i.e. measuring time spent on tasks), Thinking 

Aloud Protocol should be avoided as it might negatively impact on the performance of the 

users. On the other hand, Tullis, and Albert (2008)

actually influence users’ performance, as they concluded that this technique, in fact, can 

enhance performance because it helps users to focus more. The other tool complementary to 

the first is Tasks Design. The tasks

main functions of the system. The tasks cover the following aspects: 1) Product page; 2) 

Category page; 3) Display of records; 4) Searching features; 5) Interactivity and participation 

features; 6) Sorting and refining features. Dumas and Redish (1999) suggested that the tasks 

could be selected from four different perspectives. These are: 1) Tasks that are expected to 
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are designed for specific criteria.4) Tasks that are normally performed on the system. They 

also recommended that the tasks should be short and clear, in the users’ language, and based 

on the system’s goals. In terms of task design,  Alshamari (2

types of task: structured, uncertain and problem

user performance. The same author has found that the problem

terms of revealing usability problems. 

problem-solving and structured tasks help in detecting around 82% of the problems. Of 

course, this percentage might change slightly according to the system being tested and the 

testing conditions. In addition, the key point in participant selection is that they should match 

the real audience of the selected websites, or at least be as close as possible [Rubin, and 

Chisnell, 2008].  

The result of applying heuristics and usability testing are a list of usa

These problems are classified into different groups in which a numeric scale is used to 

identify the severity of each problem. Firstly, this issue is not a usability problem at all. 

Secondly, this is a cosmetic problem that does not need t

available on the project. Next, this issue is a minor usability problem; fixing this should be 

given low priority. Then, this is a major usability problem; it is important to fix this, so it 

should be given high priority. Fi

fix this before the product can be released [Nielsen, 2005]. Tana et al. (2009) summarized 

that "both user testing and heuristic evaluation methods provide valuable insight into 

usability problems all stages of development. User testing relies mainly on the experience 

and comments of the users and is usually conducted in a scenario

result, user testing would usually evaluate according to what already exists, rather th

what is possible. On the other hand, heuristic analysis relies mainly on the expertise and 

knowledge of human factors engineers that would evaluate the web site based on a set of 

heuristics. Both of these methods have their individual strengths and w

one guarantees an optimal result. Jeffries et al. (1991) reported that heuristic analysis 

discovered approximately three times more problems than user testing, however, more 

severe problems were discovered through user testing, as co

[Nielsen, 2005].  

Therefore, e-catalogues usability is the main area that will be investigated throughout 

this study. The aim of this study is to investigate the usability of e

commerce websites by using two usability evaluation methods which are modified heuristics 

evaluation and user testing in discovering the usability problems. Also, to explore how expert 

evaluators’ knowledge and users’ experience can be exploited to discover the good and bad 

practices that can increase or decrease users satisfaction.

 

RESEARCH METHODOLOGY

 

Prior to discussing the methodologies, the kinds of data (quantitative and qualitative) 

that need to be collected in order to ensure an appropriate selection of methods will be 

described. In terms of quantitative data, this study will evaluate usability by

quality attributes: effectiveness, efficiency and satisfaction. These attributes will help to 

assess the degree to which the selected e

attributes, there must be a set of metrics, and t

on tasks. On the other hand, users’ thoughts and behaviour will be the basis of the qualitative 

data that will be collected, in order to identify usability problems as well as any bad practices 

that are likely to exacerbate user frustration. 
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The researchers want to ensure that the selected websites will support the research 

goals and objectives. Therefore, the selection process was criteria

been determined and verified for each website, and these are: 1) Good interface

Rich functionality. 3) Good representatives for Web 2.0 sites. 4) Not familiar to the users. 5) 

No change will occur before and during the actual evaluation. The researchers also decided to 

consider two extra aspects. One is that the websites sh

this context means a website that employs a great many features and technologies. The 

second aspect is that the researchers will try to find websites that have copied other popular 
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Selection of the targeted websites 

The researchers want to ensure that the selected websites will support the research 

goals and objectives. Therefore, the selection process was criteria-based; five aspects have 

been determined and verified for each website, and these are: 1) Good interface design.2) 

Rich functionality. 3) Good representatives for Web 2.0 sites. 4) Not familiar to the users. 5) 
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ones, such as Amazon and e-Bay. This 

have failed to gain their anticipated success, though of course various factors would play a 

role in this [Zhou et al.,2007]. However, in this study the researchers will examine this in 

respect of online catalogues. The selected websites are: Buy.com and Qvc.com. Both of these 

have all the aspects mentioned above, with a couple of exceptions. With regard to the 

implementation of any changes in the interface design or website functionality during the 

period of website testing, the researchers did not receive any response from either of the 

websites’ administrators. The other exception is associated with Qvc.com in that the 

researchers have been unable to confirm whether or not the website is a copy of another 

popular one. However, as long as most aspects are present in both websites, and as long as 

the testing sessions are conducted in the shortest possible time (maximum one week), their 

selection should not pose any problems in this study.

 

Severity rating 

 
The aim of the severity rating is to help the expert evaluators and observer to rank the 

usability problems. Consequently, this research has used a rating scale (from 0 to 4) as 

recommended by [Nielsen, 1994] in literature review; 0) I don’t agree that thi

problem at all. 1) Cosmetic problem only: need not be fixed unless extra time is available on 

the project. 2) Minor usability problem: fixing this should be given low priority. 3) Major 

usability problem: important to fix, so should be giv

imperative to fix this before product can be released.

 

Heuristic Evaluation 

 
This experiment can be divided into three phases, each of which has a set of processes 

and procedures. However, they are generally aim

for the actual testing. These phases include the modified heuristics and check

be rated based on a rating scale. They also include the selection of evaluators, the creation of 

inspection instructions and procedures, and finally piloting the test in order to make final 

improvements before starting the actual evaluation.

 

Modified Guidelines for Heuristics Evaluation

 
This study will consider the most commonly used general heuristics (Nielsen’s 

heuristics) as table 1 shows. While it has been argued that these heuristics are general, the 

researchers assess those heuristics that do not work and remove them by scanning the

literature review and two independent expert evaluators. Then, the new heuristics were added 

to cover areas not covered by Nielsen’s heuristics to the ones remaining from Nielsen’s set as 

outlined by [Ling and Salvendy, 2005]. Consequently, guidelines num

and 9 ‘Helps users recognise, diagnose, and recover from errors’ have been combined in one 

rule called: Error prevention and correction [Alshamari, 2010]. In fact, in the test piloting, 

having them separated seemed to create some c

‘participation’, as a main aspect of Web 2.0 sites, is the new heuristic that has been added to 

the general ones. This is in order to check if the system provides a suitably good interactive 

environment for users, one in which they can exchange information and share their 

experiences (e.g. the website that allow users give 

have been broken down into more meaningful elements; this should greatly facilitate the 

inspection process. The evaluators, in this regard, have been advised to use these elements as 

good examples of the issues in the main set of guidelines. The researchers believe that this 
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ber 5 ‘error prevention’ 

and 9 ‘Helps users recognise, diagnose, and recover from errors’ have been combined in one 

rule called: Error prevention and correction [Alshamari, 2010]. In fact, in the test piloting, 

onfusion for the evaluators. Additionally, 

‘participation’, as a main aspect of Web 2.0 sites, is the new heuristic that has been added to 

the general ones. This is in order to check if the system provides a suitably good interactive 

one in which they can exchange information and share their 

. These guidelines 

have been broken down into more meaningful elements; this should greatly facilitate the 

ss. The evaluators, in this regard, have been advised to use these elements as 

good examples of the issues in the main set of guidelines. The researchers believe that this 



 

might inspire the evaluators to think more deeply and to suggest other ‘examples’, w

turn might help in spotting other problems as table 1 shows.

 

Modified Heuristics 

Visibility of system status

Match between system and the 

real world 

User control and freedom

Consistency (within a site) and 

Standards (between sites)

Recognition rather than recall

Flexibility and efficiency of use

Aesthetic and minimalist design

Error prevention and correction

Help and documentation

Participation 

Table 1: Modified heuristics comparing with Nielsen’s heuristics

 

Selection of Evaluators  

 
In this research, three expert evaluators 

evaluation experiment as it suggested by [Nielsen,

participation and all the experiment materials were provided to them accordingly. 

outlines the demographics of the sele

 

Table 2: Demographic information of the expert evaluators

 

Inspection preparation and procedures

 
Nielsen (2005d) recommended that the evaluation sessions should be run separately in 

order to ensure impartial results; this is because th

problems is not equal. Another rule is that the evaluators should not be helped or guided on 

how to use the system that is to be tested. All the evaluators were provided with an 

introduction sheet in which the goals and o

the data collection and storing methods were all explained in detail. This sheet was submitted 

to them with consent and withdrawal forms along with the evaluation procedures that they 

should follow. The following are the sequential steps of the heuristic evaluation; 1) The 

evaluators were given a quick introduction to the test, and what he/she is expected to do is 
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Visibility of system status Visibility of system status. Same
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the real world. 
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User control and freedom User control and freedom. Same

Consistency (within a site) and 

Standards (between sites) 
Consistency and standards. Same

Recognition rather than recall 
Recognition rather than 

recall. 
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efficiency of use 
Flexibility and efficiency of 

use. 
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Aesthetic and minimalist design 
Aesthetic and minimalist 

design. 
Same

Error prevention and correction 

Help users recognize, 

diagnose and recover from 

errors. 
Modify

Error prevention. 

documentation Help and documentation. Same

 New

Table 1: Modified heuristics comparing with Nielsen’s heuristics 

In this research, three expert evaluators were involved to conduct the heuristics 

evaluation experiment as it suggested by [Nielsen, 1990]. All the evaluators confirmed their 

participation and all the experiment materials were provided to them accordingly. 

outlines the demographics of the selected evaluators. 

: Demographic information of the expert evaluators 

Inspection preparation and procedures 

Nielsen (2005d) recommended that the evaluation sessions should be run separately in 

order to ensure impartial results; this is because the perception of evaluators towards 

problems is not equal. Another rule is that the evaluators should not be helped or guided on 

how to use the system that is to be tested. All the evaluators were provided with an 

introduction sheet in which the goals and objectives of the evaluation, the participants’ roles, 

the data collection and storing methods were all explained in detail. This sheet was submitted 

to them with consent and withdrawal forms along with the evaluation procedures that they 

following are the sequential steps of the heuristic evaluation; 1) The 

evaluators were given a quick introduction to the test, and what he/she is expected to do is 
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evaluators were given a quick introduction to the test, and what he/she is expected to do is 



 

explained; 2)The guidelines checklist, instructions and procedures of the test were provide

along with user accounts’ information (i.e. username and password) that created for testing 

purpose; 3)The evaluators were asked to spend five minutes familiarizing themselves with the 

websites; 4)The evaluators review both websites consecutively and rat

find. 

 

Piloting the Experiment 

 
The key point in piloting the heuristics evaluation materials is to ensure that the 

guidelines checklist is sufficiently clear and that it is applicable to the selected websites. This 

is because most of the checklist elements which are derived from the heu

and Molich, 1990b] are, in fact, general ones, albeit well

used in the literature. The researchers selected an independent evaluator, who then performed 

a full evaluation in which all the test steps and pro

test are not included in the analysis and results, as the pilot test involved a great many 

interruptions for dissection and explanation. 

 

Usability Testing 

 
The usability testing is the main method in the second 

finding problems associated with the design and functionality of the two interfaces. it was 

used to measure user’ performance, satisfaction and willingness to use the selected e

catalogues. This method involves employ

designed tasks. This will help in detecting those problems that could frustrate real users.

 

Participants recruitment 

 
As shopping websites target a wide range of user types, it was not difficult to find 

participants who match the real audience. Dumas and Redish stated that 6 to 12 participants 

are typical numbers of user testing [Dumas and Redish, 1999]. Then researchers 

employ up to ten users. All the subjects were

consent and withdrawal forms, and also the instructions and procedures that they should 

follow. After obtaining the subjects’ consent to participate, a sche

and timing of the test session was created, and the subjects were notified accordingly

 

Task selection and design 

 
The tasks were designed based on the main functions that users would normally 

perform on both websites. Due to 

was a mixture of structured and uncertain tasks; problem solving tasks were ignored because 

the aspects to be investigated are mainly about using the catalogues to find products and 

related information. In the pilot study (Section 4.3.3), there is more explanation on why this 

type of tasks was ignored. There are six tasks in total. Both websites are to be tested with the 

same set of tasks as Figure 4 shows.
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guidelines checklist is sufficiently clear and that it is applicable to the selected websites. This 

is because most of the checklist elements which are derived from the heuristics of [Nielsen 

and Molich, 1990b] are, in fact, general ones, albeit well-established ones and commonly 

used in the literature. The researchers selected an independent evaluator, who then performed 

a full evaluation in which all the test steps and procedures were carried out. The data of this 

test are not included in the analysis and results, as the pilot test involved a great many 

interruptions for dissection and explanation.  

The usability testing is the main method in the second experiment. While it was aimed also at 

finding problems associated with the design and functionality of the two interfaces. it was 

used to measure user’ performance, satisfaction and willingness to use the selected e

catalogues. This method involves employing representative users to perform some carefully 

designed tasks. This will help in detecting those problems that could frustrate real users.

As shopping websites target a wide range of user types, it was not difficult to find 

participants who match the real audience. Dumas and Redish stated that 6 to 12 participants 

are typical numbers of user testing [Dumas and Redish, 1999]. Then researchers 

employ up to ten users. All the subjects were provided with the test introduction sheet, 

consent and withdrawal forms, and also the instructions and procedures that they should 

follow. After obtaining the subjects’ consent to participate, a schedule containing the location 

and timing of the test session was created, and the subjects were notified accordingly

The tasks were designed based on the main functions that users would normally 

perform on both websites. Due to the nature of the aspects that were to be examined, there 

was a mixture of structured and uncertain tasks; problem solving tasks were ignored because 

the aspects to be investigated are mainly about using the catalogues to find products and 

ion. In the pilot study (Section 4.3.3), there is more explanation on why this 

There are six tasks in total. Both websites are to be tested with the 

same set of tasks as Figure 4 shows. 
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Figure 4: Usability testing tasks

 

Piloting the experiment  

 
The researchers selected independent users

procedures. The data derived from this test are not included in the analysis and results, as it 

involved many interruptions for dissection and explanatio

this test by gaining an idea of the time required to perform the tasks. Also, it was a good 

resource for further ideas for improving the tasks and the questionnaires. When the 

independent user was given a problem

researchers noticed the following: the user, based on his perception, developed his own 

approach to accomplish the task. Therefore, he did not try to use the various tools on the 

website, and so the researchers were not able to collect user feedback on these tools. 

Therefore, the researchers decided to employ structured and uncertain tasks only. Also, the 

researchers and independent users decided Buy.com to the first website tested in all the 

testing sessions, followed by Qvc.com. However, after having conducted the pilot session 

(i.e. first independent user), it was noticeable that the users had become frustrated by using 

Buy.com. Therefore, the researchers decided to apply a slight change to the sequence of al

testing sessions in that he decided to split users into two equal groups. The first group would 

then start with Buy.com, followed by Qvc.com, and contra

done because the users may have tendency to heavily criticize the 

researchers that they understand and are practicing the Thinking Aloud Protocol very well. 
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independent users to perform all the test steps and 

procedures. The data derived from this test are not included in the analysis and results, as it 

involved many interruptions for dissection and explanation. The researchers benefited from 

this test by gaining an idea of the time required to perform the tasks. Also, it was a good 

resource for further ideas for improving the tasks and the questionnaires. When the 

independent user was given a problem-solving question on how to find a specific product, the 

researchers noticed the following: the user, based on his perception, developed his own 

approach to accomplish the task. Therefore, he did not try to use the various tools on the 

s were not able to collect user feedback on these tools. 

Therefore, the researchers decided to employ structured and uncertain tasks only. Also, the 

researchers and independent users decided Buy.com to the first website tested in all the 

followed by Qvc.com. However, after having conducted the pilot session 

(i.e. first independent user), it was noticeable that the users had become frustrated by using 

Buy.com. Therefore, the researchers decided to apply a slight change to the sequence of al

testing sessions in that he decided to split users into two equal groups. The first group would 

then start with Buy.com, followed by Qvc.com, and contra-wise for the other group. This was 

done because the users may have tendency to heavily criticize the first website to prove to the 

researchers that they understand and are practicing the Thinking Aloud Protocol very well. 
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Consequently, there may be a slight tendency to criticize the second website less severely. 

While this could possibly influence the sat

websites among the two groups will help the researchers to detect such behaviour; if this 

were the case, the satisfaction questionnaire’s results would be given a very low priority in 

this study. On the other hand, users’ performance (Section 5.2.3) will not be affected, as it 

does not consider participant feedback

 

Testing Environment 

 
Arranging an appropriate location where the test sessions can be conducted 

successfully is an essential part of this 

selected locations have the following features: 1) Easy to access for participants; 2) 

Controlled location where no interruptions can occur; 3) Quiet area; 4) Reliable Internet 

connection. The locations that were selected and that matched the above conditions are as 

follows: 1) Pre-booked rooms in the main library of the University of East Anglia (morning 

sessions); 2) The MSc Lab in the School of Computing (night sessions). Figure 5 illustrates 

the testing room setup. The researchers (observer) sat a couple of feet away from the user in 

order to observe the testing and also not to stress him/her or distract his/her attention.

 

Figure 5: Test room setup.

 

Online satisfaction questionnaire

 
This questionnaire was implemented through the ‘Morae software’ to be provided 

immediately after the test in order to collect user feedback and comments pertaining to the 

selected website, based on performed tasks.

 

Data collection 

 
The users’ performance was 

(whether users can perform the task at all), the time a task requires, error rate and

subjective satisfaction” [Nielsen, 2001

effectiveness, while time is used to measure efficiency, and satisfaction is measure by 

satisfaction questionnaire [Sauro and Kindlund, 

carefully to observe the user's behaviour in order to assess the impact and persistence of each 

error. 

 

Testing procedures 

 
The second experiment (User Testing) was conducted by giving a quick introduction 

about the researchers and the purpose of the study for each user. The next step was for 

explaining the environment and equipment, followed by a qu

‘think aloud’ while performing the given tasks. All the above steps took approximately ten 
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questionnaire was implemented through the ‘Morae software’ to be provided 

immediately after the test in order to collect user feedback and comments pertaining to the 

selected website, based on performed tasks. 

The users’ performance was measured by collecting four metrics: “success rate 

(whether users can perform the task at all), the time a task requires, error rate and

Nielsen, 2001]. Success rate and error rate are used to measure 
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Sauro and Kindlund, 2005]. Also, video recordings were reviewed 

carefully to observe the user's behaviour in order to assess the impact and persistence of each 

The second experiment (User Testing) was conducted by giving a quick introduction 

about the researchers and the purpose of the study for each user. The next step was for 

explaining the environment and equipment, followed by a quick demonstration on how to 

‘think aloud’ while performing the given tasks. All the above steps took approximately ten 

Journal of Technology Research 

Consequently, there may be a slight tendency to criticize the second website less severely. 

isfaction questionnaires, the swapping of the 

websites among the two groups will help the researchers to detect such behaviour; if this 

were the case, the satisfaction questionnaire’s results would be given a very low priority in 

and, users’ performance (Section 5.2.3) will not be affected, as it 

Arranging an appropriate location where the test sessions can be conducted 

experiment. Therefore, the researchers ensured that the 

selected locations have the following features: 1) Easy to access for participants; 2) 

Controlled location where no interruptions can occur; 3) Quiet area; 4) Reliable Internet 

ns that were selected and that matched the above conditions are as 

booked rooms in the main library of the University of East Anglia (morning 

sessions); 2) The MSc Lab in the School of Computing (night sessions). Figure 5 illustrates 

sting room setup. The researchers (observer) sat a couple of feet away from the user in 

order to observe the testing and also not to stress him/her or distract his/her attention. 

questionnaire was implemented through the ‘Morae software’ to be provided 

immediately after the test in order to collect user feedback and comments pertaining to the 

measured by collecting four metrics: “success rate 

(whether users can perform the task at all), the time a task requires, error rate and user 

. Success rate and error rate are used to measure 

e is used to measure efficiency, and satisfaction is measure by the 

Also, video recordings were reviewed 

carefully to observe the user's behaviour in order to assess the impact and persistence of each 

The second experiment (User Testing) was conducted by giving a quick introduction 

about the researchers and the purpose of the study for each user. The next step was for 

ick demonstration on how to 

‘think aloud’ while performing the given tasks. All the above steps took approximately ten 



 

minutes for each test session. The actual test started from this point i.e. when the user was 

given the task scenarios sheet and asked to

the first task was designed merely to familiarize the users with the test environment, 

equipment, selected websites and how they could naturally verbalize their actions.

 

ANALYSIS AND DISCUSSIONS

 
In this section, the data collected from both experiments (HE+UT) that was performed 

on both websites will be analyzed separately. A comparison will be made between the 

websites in each experiment separately in order to investigate whether the websites have 

achieved similar results. For this, the knowledge of the expert evaluators’ will be utilized to 

examine if the heuristics evaluation on its own is sufficient for judging how real users might 

be affected by usability problems. In other words, the validity of the

experiment will be verified by the second experiment. Also, the users’ performance in the 

usability testing will be examined. Finally, the performance of both usability evaluation 

methods (UEMs) will be assessed and compared with othe

 

The Analysis of the heuristics evaluation

 
This section discusses and analyses the number and types of detected usability 

problems. Moreover, graphs will be introduced for further clarification.

 

The number of usability problems discovered

 
Each evaluator reviewed both websites and rated the discovered problems based on 

the severity rating scale. All these problems in the individual reports were consolidated into 

one list. This list consists of unique problems only accompanied by the score gi

evaluator. Then the average rate was calculated. If one of the evaluators gave a particular 

problem severity rating of zero (i.e. it is not a usability problem), he would not be considered 

in the calculation. Thus, this evaluator does not have 

problem. Figure 6 shows the total usability problems found by the heuristic evaluation. The 

usability problems detected in Buy.com were 18.46% higher than in Qvc.com (59% vs. 41%). 

The figures in the chart on their o

they are classified based on their error type (Section 5.1.2). This might reveal that the figure 

below is mostly influenced merely by the least important types of problems (i.e. cosmetic and 

minor). 

 

Figure 6: Total usability problems found by the heuristic evaluation.

 

The types of usability problems discovered

 
Figure 7 illustrates the number of problems classified by type. It can be seen that 

Buy.com achieved worse results in terms of cosmetic and minor problems only. The number 
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minutes for each test session. The actual test started from this point i.e. when the user was 

given the task scenarios sheet and asked to read and then perform one task at a time. In fact, 

the first task was designed merely to familiarize the users with the test environment, 

equipment, selected websites and how they could naturally verbalize their actions.
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usability testing will be examined. Finally, the performance of both usability evaluation 
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the severity rating scale. All these problems in the individual reports were consolidated into 

one list. This list consists of unique problems only accompanied by the score given by each 

evaluator. Then the average rate was calculated. If one of the evaluators gave a particular 
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in the calculation. Thus, this evaluator does not have an effect on the average rating of that 

problem. Figure 6 shows the total usability problems found by the heuristic evaluation. The 

usability problems detected in Buy.com were 18.46% higher than in Qvc.com (59% vs. 41%). 

The figures in the chart on their own cannot explain the influence of these problems, unless 

they are classified based on their error type (Section 5.1.2). This might reveal that the figure 
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of minor problems in Buy.com was almost double the number in Qvc.com. However, and 

more importantly, Buy.com was less affected by major and catastrophic problems.

 

Figure 8: Problems distribution based on severity ratings 

 

General observations 

 
Figure 8 shows that Buy.com has a complex and often redundant organiza

scheme; also there is more than one type of product categorizations. Consequently, in some 

scenarios users might find it difficult to anticipate where a product will be found. This 

reflects poor compliance to the heuristic that emphasizes consistency 

redundancy. In Figure 8, there are two subcategories, called ‘Clothing shoes’ and ‘Sports 

Bags’; the ‘shoes’ section exists in each one of them.

 

 

Figure 8: Complex and redundant organization scheme 

 

In Buy.com, when users login to

personal information are enabled for access, they are likely to click on links pointing to 

external websites. This reflects poor compliance to the heuristic that recommends good 

visibility of the website status. Also, this could pose the risk of identity theft, as the user 

leaves the main website without signing out. Figure 9 shows how external links, under the 

title ‘Sponsored Links’, are mixed with the website’s products.
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of minor problems in Buy.com was almost double the number in Qvc.com. However, and 

ore importantly, Buy.com was less affected by major and catastrophic problems.

Figure 8: Problems distribution based on severity ratings - Heuristic Evolution. 

Figure 8 shows that Buy.com has a complex and often redundant organiza

scheme; also there is more than one type of product categorizations. Consequently, in some 

scenarios users might find it difficult to anticipate where a product will be found. This 

reflects poor compliance to the heuristic that emphasizes consistency and reduces 

redundancy. In Figure 8, there are two subcategories, called ‘Clothing shoes’ and ‘Sports 

Bags’; the ‘shoes’ section exists in each one of them. 

Figure 8: Complex and redundant organization scheme - Buy.com. 

In Buy.com, when users login to their accounts, which means that their profiles and 

personal information are enabled for access, they are likely to click on links pointing to 

external websites. This reflects poor compliance to the heuristic that recommends good 

status. Also, this could pose the risk of identity theft, as the user 

leaves the main website without signing out. Figure 9 shows how external links, under the 

title ‘Sponsored Links’, are mixed with the website’s products. 
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Figure 9: Poor visibility of system status 

 

Some evaluators reported that the ‘Add to Cart’ buttons in the Qvc.com catalogue are 

confusing, as users might be confused about whether the button belongs to the product above 

or below. This actually has been verified in the 

this is a real usability problem, associated with the heuristic ‘recognition rather than recall’

see figure 10. 

 

  

 
 

Figure 10: Recognition rather than recall 
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Some evaluators reported that the ‘Add to Cart’ buttons in the Qvc.com catalogue are 

confusing, as users might be confused about whether the button belongs to the product above 

or below. This actually has been verified in the usability testing, and it was confirmed that 

this is a real usability problem, associated with the heuristic ‘recognition rather than recall’

Figure 10: Recognition rather than recall - Qvc.com. 
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Some evaluators reported that the ‘Add to Cart’ buttons in the Qvc.com catalogue are 

confusing, as users might be confused about whether the button belongs to the product above 

usability testing, and it was confirmed that 

this is a real usability problem, associated with the heuristic ‘recognition rather than recall’ 

iscovered by each method in Buy.com. 



 

 

Problems discovered by HE 

1. The website doesn’t provide feedback for 

every action. 

2. No feedback on users’ location (e.g. 

Breadcrumb) 

3. No identified link to navigate back to 

product's parent category. 

4. The search engine doesn’t always provide 

accurate results. 

5. The formatting standards aren’t consistent 

in all pages. 

6. The website doesn’t prevent users from 

making errors whenever possible.

7. Prompts and messages aren’t placed wh

the eye likely to be looking on the screen.

8. Information isn’t grouped into logical 

zones. 

9.  Headings aren’t used to distinguish 

between different zones. 

10. Users are not enabled to set their own 

default choices/interests. 

11. The website isn’t aesthetically pl

12. Too much variety of colours, font sizes 

and formats. 

13. The location of shopping cart is confusing 

and users’ often can’t find it easily.

14. On-line instructions aren’t visually 

distinct. 

15. No consideration for sequence of user 

actions. 

16. Help information isn’t descriptive (what is 

this thing for?) 

17. Help information isn’t Interpretive (why 

did that happen?) 

18. There isn’t context-sensitive help.

19. Users can’t resume their task where they 

left off after accessing the help.

20. Filtration features are not accurate.

21. Products classification is not accurate.

22. Attention-grabbing techniques/strategies 

aren’t used with care. 

23. Error handling is confusing. 

24. Links are not always underlined.

25. User can’t ask questions about specific 

products. 

26. Using colloquial slang language.

27. Related accessories are not provided.

28. The design is cluttered in places.
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Problems discovered by UT 

The website doesn’t provide feedback for 

No feedback on users’ location (e.g. 

No identified link to navigate back to the 

The search engine doesn’t always provide 

The formatting standards aren’t consistent 

The website doesn’t prevent users from 

making errors whenever possible. 

Prompts and messages aren’t placed where 

the eye likely to be looking on the screen. 

Information isn’t grouped into logical 

Headings aren’t used to distinguish 

Users are not enabled to set their own 

The website isn’t aesthetically pleasing. 

Too much variety of colours, font sizes 

The location of shopping cart is confusing 

and users’ often can’t find it easily. 

line instructions aren’t visually 

No consideration for sequence of user 

n’t descriptive (what is 

Help information isn’t Interpretive (why 

sensitive help. 

Users can’t resume their task where they 

left off after accessing the help. 

Filtration features are not accurate. 

Products classification is not accurate. 

grabbing techniques/strategies 

Links are not always underlined. 

User can’t ask questions about specific 

Using colloquial slang language. 

d accessories are not provided. 

The design is cluttered in places. 

1. No link for comparison products

2. There is no link to the “Home” page

3. There is no distinguishing between home 

page and other pages. 

4. Products classification is confusing (e.g. 

“Printers” section is not in the 

“Electronics” page. 

5. Too much sections and subsection in the 

main dropdown menu “All Products”.

6. Poor consistency in the interface design of 

the products’ pages. (e.g. TV’s page 

completely differ from Printer’s page).

7. Overload of advertising and related links.

8. Filtration features are not for all products 

types. 

9. The use of Pop-up window is confusing.

10.  Relevant information is not grouped in 

one distinct area. 

11. No use of titles to distinguish between 

different zones. 

12. So difficult to understand the structure of 

the website. 

13. “Product Description” page is cluttered 

and irrelevant/redundant information is 

included. 

14. Unclear terminologies (e.g. using 

“Essentials” instead of “Accessories”).

15. ￼ Poor prioritising of users' tasks.

16. The search engine sometimes

irrelevant results. 

17. Too many filtration options in some cases. 

18. It is not clear how to 

minimized/maximized products’ pictures.

19. In a particular zone, irrelevant 

function/information is provided (e.g. 

product picture zone). 

20. Locating the drop-down menu 

products” and fly-over menu called "all 

categories” in the same row (level) is 

confusing as each one has different job.

21. It is not clear that printers’ manufacturer 

brand logos are clickable and used to 

browse by brand. 

22. “Sort by” features don’t have a title and 

some users couldn’t notice it.

23. Error messages area in the “shopping cart

page is in unexpected location.
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Table 3: Comparison between some

The Analysis of usability testing
 

This section discusses and analyses the number and types of detected usability 

problems. Then the three quality attribute (effectiveness, efficiency and user satisfaction) are 

measured and analysed. Graphs will also be introduced for further clarification.

 

The number of usability problem discovered
 

After collecting all the errors encountered during the usability testing sessions, the 

researchers listed all of them in two separate tables; one for each website. Then, all the 

redundant problems were removed. Actually, the redundancy helped in assessing 

frequency of each problem. Subsequently, all the video recordings were reviewed carefully in 

order to assess the impact and persistence of each error. Analyzing these three factors was 

vitally important for assigning impartial severity ratings. Figure 

usability problems encountered in Buy.com was 48% higher than in Qvc.com (74% vs. 26%). 

Again, this has to be further checked by investigating the types of these problems, and by 

identifying the aspects of the catalogue in which

example, problems that might affect the process of finding products (i.e. search engine 
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24. Too much scrolling. 

25. No link to jump back to the top of the page 

after long scrolling. 

26. Users spends fairly long time to 

understand how to use filtration features 

because no consistency in the

design and functionality. 

27. The location of shopping cart is confusing 

and users’ often can’t find it easily.

28. The price of some items only appears 

when a user checks out. 

29. No Spell out for abbreviations (e.g. QTY)

30. In the home page there are two areas 

“all products” each one has slightly 

different organization. 

31. Ads of outside companies are not on the 

periphery of the page. 

32. Some items are without “Add to basket

button and no justification is provided.

33. External link is mixed with the websites 

links. 

34. The use of “Important message!

of “Error” makes users unable to recognize 

it. 

35. Filters in some cases provide irrelevant 

results 

36. “Shop by brand” is a filter exists twice in 

many pages and each one gives different 

results. 

some problems discovered by HE and UT 

The Analysis of usability testing 

This section discusses and analyses the number and types of detected usability 

problems. Then the three quality attribute (effectiveness, efficiency and user satisfaction) are 

. Graphs will also be introduced for further clarification. 

The number of usability problem discovered 

After collecting all the errors encountered during the usability testing sessions, the 

researchers listed all of them in two separate tables; one for each website. Then, all the 

redundant problems were removed. Actually, the redundancy helped in assessing 

frequency of each problem. Subsequently, all the video recordings were reviewed carefully in 

order to assess the impact and persistence of each error. Analyzing these three factors was 

vitally important for assigning impartial severity ratings. Figure 11 shows that the number of 

usability problems encountered in Buy.com was 48% higher than in Qvc.com (74% vs. 26%). 

Again, this has to be further checked by investigating the types of these problems, and by 

identifying the aspects of the catalogue in which these problems exist (Section 5.2.2). For 

example, problems that might affect the process of finding products (i.e. search engine 
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This section discusses and analyses the number and types of detected usability 

problems. Then the three quality attribute (effectiveness, efficiency and user satisfaction) are 

 

After collecting all the errors encountered during the usability testing sessions, the 

researchers listed all of them in two separate tables; one for each website. Then, all the 

redundant problems were removed. Actually, the redundancy helped in assessing the 

frequency of each problem. Subsequently, all the video recordings were reviewed carefully in 

order to assess the impact and persistence of each error. Analyzing these three factors was 

11 shows that the number of 

usability problems encountered in Buy.com was 48% higher than in Qvc.com (74% vs. 26%). 

Again, this has to be further checked by investigating the types of these problems, and by 

these problems exist (Section 5.2.2). For 

example, problems that might affect the process of finding products (i.e. search engine 



 

features and filtration tools) are likely to impact the users’ experience more than problems 

associated with interactivity and participation features (i.e. writing reviews and rating items).

 

 

Figure 11: Total usability problems found by usability testing.

 

The types of usability problem discovered

 
Figure 12 illustrates the number of problems classified by the type. It can be

Buy.com achieved worse results for all types of problems.

 

Figure 12: Problems distribution based on severity ratings 

 

Referring again to Figure 12, it can be seen that the users encountered 30 major 

usability problems in Buy.com, while in Qvc.com there were only 10 of them. Major 

problems that are the problems that could make users stumble or cause difficulties in using 

the e-catalogue. It should be pointed out that the 10major problems and 3 catastrophic ones in 

Qvc.com could also cause deterioration in user acceptance toward the website, especially as 

these figures are associated with just one part of the website, which is the e

Therefore, the next section will evaluate users’ performance to assess the real inf

these numbers. 

 

Users’ performance measurement
 

This section assesses the usability of the both websites by analyzing users 

‘performance. The three quality attributes that will be used to achieve this goal are: 

effectiveness, efficiency and satisfaction. Effectiveness will be assessed by measuring 
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features and filtration tools) are likely to impact the users’ experience more than problems 

d participation features (i.e. writing reviews and rating items).
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Referring again to Figure 12, it can be seen that the users encountered 30 major 

Buy.com, while in Qvc.com there were only 10 of them. Major 

problems that are the problems that could make users stumble or cause difficulties in using 

catalogue. It should be pointed out that the 10major problems and 3 catastrophic ones in 

ould also cause deterioration in user acceptance toward the website, especially as 

these figures are associated with just one part of the website, which is the e-catalogue. 

Therefore, the next section will evaluate users’ performance to assess the real inf

Users’ performance measurement 

This section assesses the usability of the both websites by analyzing users 

‘performance. The three quality attributes that will be used to achieve this goal are: 

effectiveness, efficiency and satisfaction. Effectiveness will be assessed by measuring 
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features and filtration tools) are likely to impact the users’ experience more than problems 

d participation features (i.e. writing reviews and rating items). 

Figure 12 illustrates the number of problems classified by the type. It can be seen that 

Referring again to Figure 12, it can be seen that the users encountered 30 major 

Buy.com, while in Qvc.com there were only 10 of them. Major 

problems that are the problems that could make users stumble or cause difficulties in using 

catalogue. It should be pointed out that the 10major problems and 3 catastrophic ones in 

ould also cause deterioration in user acceptance toward the website, especially as 

catalogue. 

Therefore, the next section will evaluate users’ performance to assess the real influence of 

This section assesses the usability of the both websites by analyzing users 

‘performance. The three quality attributes that will be used to achieve this goal are: 

effectiveness, efficiency and satisfaction. Effectiveness will be assessed by measuring 



 

success rate and number of errors. On the other hand, efficiency will be assessed by 

measuring the time spent on tasks and finally satisfactory questionnaires and observation are 

the methods to measure users’ satisfaction.

 

Task Completion Rate 

 
Users were given, in total, six distinct and criteria

to familiarize the users with the websites, testing equipment and materials. Therefore, its 

results were not included in the analysis. Consequently, each participant performed 10 ta

in total. In other words, there were 45 tasks for each website. Figures 13 and 14 compare the 

percentage of users who completed tasks successfully, partly or failed to complete in both 

websites. 

 It is noticeable that only 33.33% of the users were able

on Qvc.com. This reveals the relatively poor quality of the website in terms of searching and 

filtering features. Another important observation in Buy.com is that the successful tasks 

followed a steadily increasing trend. Th

familiarity and learnability. Familiarity can be defined as, “degree to which a user recognizes 

user interface components and views their interaction as natural; the similarity of the 

interface to concrete objects the user has interacted with in the past” [Usabilityfirst, 2011a]. 

In fact, this factor was excluded due to the fact that the users were unable to understand many 

of the website features. Learnability, on the other hand, cannot be measured in this s

to resources limitation (i.e. time frame and participants).

 

Figure 13: Success distributions by task 

 

Figure 14: Success distributions by task 

 

Usabilityfirst (2011a) defined task completion rate (i.e. success rate) as “the 

percentage of tasks that users complete correctly”. He also used the following formula for 

measuring success rate: 
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ss rate and number of errors. On the other hand, efficiency will be assessed by 

measuring the time spent on tasks and finally satisfactory questionnaires and observation are 

the methods to measure users’ satisfaction. 

n, in total, six distinct and criteria-based tasks. The first one was just 

to familiarize the users with the websites, testing equipment and materials. Therefore, its 

results were not included in the analysis. Consequently, each participant performed 10 ta

in total. In other words, there were 45 tasks for each website. Figures 13 and 14 compare the 

percentage of users who completed tasks successfully, partly or failed to complete in both 

It is noticeable that only 33.33% of the users were able to perform task 4 successfully 

on Qvc.com. This reveals the relatively poor quality of the website in terms of searching and 

filtering features. Another important observation in Buy.com is that the successful tasks 

followed a steadily increasing trend. This can be associated with two factors, which are 

familiarity and learnability. Familiarity can be defined as, “degree to which a user recognizes 

user interface components and views their interaction as natural; the similarity of the 

bjects the user has interacted with in the past” [Usabilityfirst, 2011a]. 

In fact, this factor was excluded due to the fact that the users were unable to understand many 

of the website features. Learnability, on the other hand, cannot be measured in this s

to resources limitation (i.e. time frame and participants). 

 
Figure 13: Success distributions by task - Buy.com. 

 
Figure 14: Success distributions by task - Qvc.com. 

defined task completion rate (i.e. success rate) as “the 

percentage of tasks that users complete correctly”. He also used the following formula for 
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ss rate and number of errors. On the other hand, efficiency will be assessed by 

measuring the time spent on tasks and finally satisfactory questionnaires and observation are 

based tasks. The first one was just 

to familiarize the users with the websites, testing equipment and materials. Therefore, its 

results were not included in the analysis. Consequently, each participant performed 10 tasks 

in total. In other words, there were 45 tasks for each website. Figures 13 and 14 compare the 

percentage of users who completed tasks successfully, partly or failed to complete in both 

to perform task 4 successfully 

on Qvc.com. This reveals the relatively poor quality of the website in terms of searching and 

filtering features. Another important observation in Buy.com is that the successful tasks 

is can be associated with two factors, which are 

familiarity and learnability. Familiarity can be defined as, “degree to which a user recognizes 

user interface components and views their interaction as natural; the similarity of the 

bjects the user has interacted with in the past” [Usabilityfirst, 2011a]. 

In fact, this factor was excluded due to the fact that the users were unable to understand many 

of the website features. Learnability, on the other hand, cannot be measured in this study due 

defined task completion rate (i.e. success rate) as “the 

percentage of tasks that users complete correctly”. He also used the following formula for 
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Table 4 shows the completed, partly completed and failed to be completed tasks in 

both websites. These figures were used to calculate the success rate. As can be seen, Qvc.com 

scored the higher rate (77.8%); Buy.com only scored 60%.

 

 

Successful tasks

Partially successful

Failed 

Total number of 

tasks 

Success rate

Table 4: Task success rate 

 

Usabilityfirst (2011a) pointed out that the success rate for the majority of websites is 

below 50%. Maybe because this study is testing only particular aspects of the websites, both 

of them achieved a success rate of more than 50%. In Figure 13 and 14, it can be seen th

only one user failed to complete the last task. This might be because the task was easy to 

accomplish, and the users had become more familiar with the websites.

 

Number of Errors 
 

After finishing all the test sessions, all the errors encountered were ag

task, separately for each website. It can be seen from Figure 15 that 42.11% of the errors in 

Buy.com were discovered in Task 2. It seems that this considerable portion was due to the 

nature of the task, in which users were asked to use the cat

The researchers designed this task to investigate how users develop different strategies to 

accomplish it. This resulted in detecting many usability problems. It has been noticed that the 

errors discovered were repeated as

problem is associated with information, rather than functionality. For example, some 

information is missing, not clear (due to terminology), or placed in an unexpected location 

within the page. 

 

Figure 15: Number of usability problems detected by the usability testing per task

 

Time spent on tasks 
 

Figure 16 compares the total time spent by all users per task. It can be seen that the 

users spent more time in all tasks on Buy.com. 
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shows the completed, partly completed and failed to be completed tasks in 

both websites. These figures were used to calculate the success rate. As can be seen, Qvc.com 

ored the higher rate (77.8%); Buy.com only scored 60%. 

Buy.com Qvc.com 

Successful tasks 21 32 

Partially successful 12 6 

12 7 

Total number of 45 45 

Success rate 60% 77.8% 

(2011a) pointed out that the success rate for the majority of websites is 

below 50%. Maybe because this study is testing only particular aspects of the websites, both 

of them achieved a success rate of more than 50%. In Figure 13 and 14, it can be seen th

only one user failed to complete the last task. This might be because the task was easy to 

accomplish, and the users had become more familiar with the websites. 

After finishing all the test sessions, all the errors encountered were aggregated by 

task, separately for each website. It can be seen from Figure 15 that 42.11% of the errors in 

Buy.com were discovered in Task 2. It seems that this considerable portion was due to the 

nature of the task, in which users were asked to use the catalogue without the search engine. 

The researchers designed this task to investigate how users develop different strategies to 

accomplish it. This resulted in detecting many usability problems. It has been noticed that the 

errors discovered were repeated as the test progressed. In Qvc.com, it seems that the main 

problem is associated with information, rather than functionality. For example, some 

information is missing, not clear (due to terminology), or placed in an unexpected location 

 
Figure 15: Number of usability problems detected by the usability testing per task

Figure 16 compares the total time spent by all users per task. It can be seen that the 

users spent more time in all tasks on Buy.com. Table 5 shows the total time spent by all users 
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shows the completed, partly completed and failed to be completed tasks in 

both websites. These figures were used to calculate the success rate. As can be seen, Qvc.com 

(2011a) pointed out that the success rate for the majority of websites is 

below 50%. Maybe because this study is testing only particular aspects of the websites, both 

of them achieved a success rate of more than 50%. In Figure 13 and 14, it can be seen that 

only one user failed to complete the last task. This might be because the task was easy to 
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information is missing, not clear (due to terminology), or placed in an unexpected location 
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Figure 16 compares the total time spent by all users per task. It can be seen that the 

total time spent by all users 



 

for all tasks, and also the average time that users spent in performing one task. The results of 

task 2 on Buy.com were clearly not satisfactory (Figure 16). This could be because the users 

were making the effort to understan

minutes that was given in task 1 seemed to be not enough for familiarizing the users with the 

website, especially when taking into account the overuse of technological features. However, 

the researchers believe that if Buy.com applied some enhancements only to the website 

structure and to the manner in which the information is organized, the results would improve 

significantly. 

 

 

Total time spent by all users (minutes)

Average time spent per user per task 

(minutes) 

Table 5: Time spent on all users, all tasks 

 

Figure 16: Average time spent on tasks for each website.

 

Satisfaction questionnaires analysis
 

User satisfaction is the third quality measure in the usability testing of this study. The 

main aim of this quality component is to gain better understanding of how the users perceived 

both websites. This was achieved by providing them with a questionnaire

types of questions [Rubin and Chisnell, 2008]: 1) Likert scale questions: users can register 

their degree of agreement or disagreement for each question on a five

box questions: users can select multiple statement

question: users can make a final judgment on both websites by answering whether they would 

visit it again or not. 
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for all tasks, and also the average time that users spent in performing one task. The results of 

task 2 on Buy.com were clearly not satisfactory (Figure 16). This could be because the users 

were making the effort to understand the complex structure of the website. Also, the five 

minutes that was given in task 1 seemed to be not enough for familiarizing the users with the 

website, especially when taking into account the overuse of technological features. However, 

s believe that if Buy.com applied some enhancements only to the website 

structure and to the manner in which the information is organized, the results would improve 

Buy.com Qvc.com

Total time spent by all users (minutes) 17.6 11.6 

Average time spent per user per task 3.4 2.2 

: Time spent on all users, all tasks  

 
Figure 16: Average time spent on tasks for each website. 

Satisfaction questionnaires analysis 

User satisfaction is the third quality measure in the usability testing of this study. The 

main aim of this quality component is to gain better understanding of how the users perceived 

both websites. This was achieved by providing them with a questionnaire consisting of three 

types of questions [Rubin and Chisnell, 2008]: 1) Likert scale questions: users can register 

their degree of agreement or disagreement for each question on a five-point scale; 2)

box questions: users can select multiple statements as they apply to them; 3) Dichotomous 

question: users can make a final judgment on both websites by answering whether they would 
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for all tasks, and also the average time that users spent in performing one task. The results of 

task 2 on Buy.com were clearly not satisfactory (Figure 16). This could be because the users 

d the complex structure of the website. Also, the five 

minutes that was given in task 1 seemed to be not enough for familiarizing the users with the 

website, especially when taking into account the overuse of technological features. However, 

s believe that if Buy.com applied some enhancements only to the website 

structure and to the manner in which the information is organized, the results would improve 

Qvc.com 

User satisfaction is the third quality measure in the usability testing of this study. The 

main aim of this quality component is to gain better understanding of how the users perceived 

consisting of three 

types of questions [Rubin and Chisnell, 2008]: 1) Likert scale questions: users can register 

point scale; 2) Check-

s as they apply to them; 3) Dichotomous 

question: users can make a final judgment on both websites by answering whether they would 



 

Figure 17: Users responses to the Likert scale questions 

 

Figure 18: Users responses to the Likert scale questions 

 

Figures 17 and 18 illustrate the percentages of the answers to each question. In these 

figures and for more clarification, the number of users who responded to each point scale was 

added at the top of each part with

show the users’ positive responses. This is except question 5 only, as the question was 

originally formed as a negative. Overall, it can be seen that the participants’ experience in 

Qvc.com was positive in comparison with Buy.com. The main differences between the 

websites were on catalogue organization, aesthetic design and user

Qvc.com significantly scored good results. Although Buy.com employs a great many 

searching and filtration features, it failed to gain the anticipated acceptance. This might be 

related to two factors; one is the functionality of these tools because 66.67% of the users said 

the catalogue functionality was confusing. The other factor is that the users ma

overwhelmed by the quantity of these tools, as the catalogue offers more than 6 types of 

filtration tools and options. Finally, it was observed that some filters provided irrelevant 

results. On the other hand, Qvc.com offers only one type of fi

category, brand and price). This basic approach (i.e. minimalist design), with such few 

options, however, did not affect the users’ experience negatively as the number of users who 

responded positively to Question 2, whi

for 66.67%. Table 6 show the users’ responses to the check

at investigating how the users found the websites’ structure and navigation mechanisms.
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Figure 17: Users responses to the Likert scale questions - Buy.com. 

 
o the Likert scale questions - Qvc.com. 

Figures 17 and 18 illustrate the percentages of the answers to each question. In these 

figures and for more clarification, the number of users who responded to each point scale was 

added at the top of each part within the columns. Generally, the light green and green colours 

show the users’ positive responses. This is except question 5 only, as the question was 

originally formed as a negative. Overall, it can be seen that the participants’ experience in 

ositive in comparison with Buy.com. The main differences between the 

websites were on catalogue organization, aesthetic design and user-friendliness, on which 

Qvc.com significantly scored good results. Although Buy.com employs a great many 

ltration features, it failed to gain the anticipated acceptance. This might be 

related to two factors; one is the functionality of these tools because 66.67% of the users said 

the catalogue functionality was confusing. The other factor is that the users may have been 

overwhelmed by the quantity of these tools, as the catalogue offers more than 6 types of 

filtration tools and options. Finally, it was observed that some filters provided irrelevant 

results. On the other hand, Qvc.com offers only one type of filter (with three options: filter by 

category, brand and price). This basic approach (i.e. minimalist design), with such few 

options, however, did not affect the users’ experience negatively as the number of users who 

responded positively to Question 2, which is about the ease of finding information, accounted 

show the users’ responses to the check-box questions, which were aimed 

at investigating how the users found the websites’ structure and navigation mechanisms.
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ositive in comparison with Buy.com. The main differences between the 

friendliness, on which 
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Question 

I didn’t know where to go or to look at first

I found that the navigation between the pages is difficult

I felt that I needed more time to understand the website

Table 6: Websites’ structure and navigation

 

Finally, the users were asked a fundamental question, which could summarise their 

overall experience. The question was about whether the user would ever choose to use the 

website again; a further option, which is ‘not sure’, was added for thos

definite decision. The pie charts in Figure 19 show that 67% of the users reported that they 

would not use Buy.com again, while none of the users in Qvc.com registered a ‘no’ answer. 

 

Figure 19: Users who would use the website 

 

Comparison between Two Methods

 

After discussing the quality of the e

will introduce the results of evaluating the performance of the modified heuristics and 

usability testing in terms of the efficiency, validity thoroughness and effectiveness. This will 

help in discovering how each method performed on two different website designs and more 

importantly helping the researchers in supporting this conclusion by analysing the 

experiments’ validity. 

 

Efficiency 
 

Efficiency of UEMs is the “ratio between the number of usability problems detected 

and the total time spent on the inspection process” [

is the relation between the quality of a UEM in terms of findi

problems and expended resources (i.e. time). The formulae can be used to measure the 

efficiency of any UEM is: 

 

Efficiency = 
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Figure 20 shows that on Buy.com, the usability testing achieved 3.31, while the 

heuristic evaluation scored 1.6. Consequently, the former was more efficient as less time was 

needed to find more usability problems. On the contrary, the 

as expected on Qvc.com in that it was less efficient by 0.30 in comparison to the heuristic 

evaluation. 
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website again; a further option, which is ‘not sure’, was added for those who could not form a 

definite decision. The pie charts in Figure 19 show that 67% of the users reported that they 

would not use Buy.com again, while none of the users in Qvc.com registered a ‘no’ answer. 
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will introduce the results of evaluating the performance of the modified heuristics and 

efficiency, validity thoroughness and effectiveness. This will 

help in discovering how each method performed on two different website designs and more 

importantly helping the researchers in supporting this conclusion by analysing the 

Efficiency of UEMs is the “ratio between the number of usability problems detected 

and the total time spent on the inspection process” [Fernandez et al., 2010]. In other words, it 
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problems and expended resources (i.e. time). The formulae can be used to measure the 
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Figure 20 shows that on Buy.com, the usability testing achieved 3.31, while the 

heuristic evaluation scored 1.6. Consequently, the former was more efficient as less time was 

needed to find more usability problems. On the contrary, the same UEM was not as efficient 

as expected on Qvc.com in that it was less efficient by 0.30 in comparison to the heuristic 
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Validity 

 
Nielsen (1994) defined the validity, as “a question of whether the usability test in fact 

measures something of relevance to usability of real products in real use outside the 

laboratory”. The UEM that is able to find a great deal of usability problems but with 

significant portion of unreal ones has, in fact, less validity. 

using the following formula will help in identifying whether a UEM is valid or not in a 

particular experiment: 

 

Validity = 
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      In fact that, the validity of the heuristic evaluation on both websites was not 

satisfactory as it scored worst results in 

also other studies (See Figure 20). On the other hand, the usability testing on both websites 

has achieved good and very close results. In other words, the usability testing was better in 

decreasing the “the false alarms” [

of the usability testing on Buy.com was 0.7 (i.e. 60%) higher than the heuristic evaluation. 

Low validity in this context refers to some problems that might have affected the 

experimental design. Jacko and Sears (2003) explained that there are two types of UEMs’ 

validity. These are: internal and external validity. The former is about the extent of which the 

testing model is implemented correctly in that any observation can be a

particular factor(s). The latter is about the model if it can be generalized and applied to 

another cases out of the current study. This study is only considering external validity only.

 

Thoroughness 

 
Sears (1997) defined thoroughn

interface’s components and characteristics in depth. The same author also explained that 

thoroughness can be measured by calculating the ratio of real problems discovered by a UEM 

to the real problems existing in the interface.

 

Thoroughness = 
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The results show that the usability testing (0.83) 

heuristic evaluation (0.17) in Buy.com, while both UEMs achieved equal results in Qvc.com.

 

Effectiveness 

 
Effectiveness of UEMs can be defined as the accuracy (validity) and completeness 

(thoroughness) of the results of performing specified goals [

the formula created by [Sears, 1997

 

Effectiveness = Thoroughness × Validity

 

Achieving better results in the Thoroughness and Validity attributes for the usability testing, 

reflects on the overall effectiveness. The result shows that this UEM is more effective than 

the heuristic evaluation by (0.58) in Buy.com and by (0.21) in Qvc.com.
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experimental design. Jacko and Sears (2003) explained that there are two types of UEMs’ 

validity. These are: internal and external validity. The former is about the extent of which the 

testing model is implemented correctly in that any observation can be accurately associated to 

particular factor(s). The latter is about the model if it can be generalized and applied to 

another cases out of the current study. This study is only considering external validity only.
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The results show that the usability testing (0.83) was significantly more thorough than the 

heuristic evaluation (0.17) in Buy.com, while both UEMs achieved equal results in Qvc.com.

Effectiveness of UEMs can be defined as the accuracy (validity) and completeness 

ts of performing specified goals [Jacko, 2007]. This is in line with 

Sears, 1997]: 

Validity 

Achieving better results in the Thoroughness and Validity attributes for the usability testing, 

the overall effectiveness. The result shows that this UEM is more effective than 

the heuristic evaluation by (0.58) in Buy.com and by (0.21) in Qvc.com. 
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Figure 20: UEMs’ efficiency, validity, thoroughness and effectiveness.

 

Conclusion  
 

This study has investigated the strengths and weaknesses of modified heuristics and 

user testing methods. Obviously, employing different usability evaluation methods on 

carefully selected websites has provided some interesting results.

useful insights to identify important aspects for designing catalogue systems on shopping 

websites. The results show that each design of the e

aspects. However, Buy.com has provided better insights into common usability problems 

prevalent in e-catalogue systems, some of which are likely lead to confusion, such as overuse 

of different assistive technologies and poor consistency. In respect of UEMs, the results 

suggest that each method has advantages and disadvantages in terms of overall performance. 

For example, the modified heuristics evaluation method revealed more usabil

while usability testing was better in detecting serious ones. 

from both experiments on the Buy.com e

affected when Web 2.0 sites have poor compliance with Nielsen’

heuristics .  Consequently, the findings of 

Kemp, 2009) cannot be applied on the e

studies investigated some social websites such as youtube

concluded that traditional HE ignores what is called “felt experience” such as “Significantly, 

pleasure, curiosity and fun, identification and self

privacy”. The results of the experiments

better insights into usability problems. In fact, this is no

2005c], which argued that usability testing could achieve better results only in “highly 

domain-dependent” systems (i.e. systems that rely on a specific knowledge

“internal telephone company systems”), not in normal websites such as Buy.com and 

Qvc.com. Heuristics evaluation method, on the other hand, was more effective in finding 

more usability problems at the lowest cost and with the fewest resources. For example, 

modified heuristics evaluation detected 77 and 53 problems in Buy.com and Qvc.com 

respectively. Usability testing, in contrast, detected only 57 and 20 problems in Buy.co

Qvc.com respectively. In spite of that, heuristics evaluation was not better in finding more 

serious ones, and therefore, this is in line with 

more problems. In terms of the good and bad practices, t

product classification has proved to be the backbone of all online catalogues. An inadequate 

classification scheme, coupled with a lack of appropriate user language for describing 
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The results show that each design of the e-catalogues has some good and bad 

aspects. However, Buy.com has provided better insights into common usability problems 

catalogue systems, some of which are likely lead to confusion, such as overuse 

of different assistive technologies and poor consistency. In respect of UEMs, the results 

suggest that each method has advantages and disadvantages in terms of overall performance. 

For example, the modified heuristics evaluation method revealed more usability problems, 

while usability testing was better in detecting serious ones. Comparing the results derived 

from both experiments on the Buy.com e-catalogue shows that user experience is severely 

affected when Web 2.0 sites have poor compliance with Nielsen’s traditional usability 

Consequently, the findings of these studies (Hart et al., 2008; Thompson and 

Kemp, 2009) cannot be applied on the e-catalogue systems of shopping websites.

studies investigated some social websites such as youtube.com and facebook.com

concluded that traditional HE ignores what is called “felt experience” such as “Significantly, 

pleasure, curiosity and fun, identification and self- expression, surprise and serendipity, and 

experiments also suggest that the usability testing can provide 

better insights into usability problems. In fact, this is not in line with the findings of [

, which argued that usability testing could achieve better results only in “highly 

dependent” systems (i.e. systems that rely on a specific knowledge-base such as 

“internal telephone company systems”), not in normal websites such as Buy.com and 

Qvc.com. Heuristics evaluation method, on the other hand, was more effective in finding 

ore usability problems at the lowest cost and with the fewest resources. For example, 

modified heuristics evaluation detected 77 and 53 problems in Buy.com and Qvc.com 

respectively. Usability testing, in contrast, detected only 57 and 20 problems in Buy.co

Qvc.com respectively. In spite of that, heuristics evaluation was not better in finding more 

serious ones, and therefore, this is in line with [Jeffries et al., 1991] only in respect of finding 

more problems. In terms of the good and bad practices, the researchers believe that the 

product classification has proved to be the backbone of all online catalogues. An inadequate 

classification scheme, coupled with a lack of appropriate user language for describing 
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products, and also for using the correct key

a product’s findability. It has also been observed that overuse of searching and filtration 

features could lead to more confusion especially when the results are irrelevant, inaccurate or 

unexpected. Moreover, the complex functionality of these tools is highly likely to impact user 

experience. On the other hand, applying a basic approach to finding information on an e

catalogue system (e.g. qvc.com), often improves end

clear and organised information are further success factors of any e

other words, functionality on its own does not always imply usable design. This explains why 

Qvc.com did not achieve expected results, as some information related to 

and sometimes unclear. Regardless of the variety of assistive tools in an e

aesthetic and minimalist design, organization and user

of usable e-catalogue model as extracted from th

security means has to be addressed carefully as it is considered one of the vital aspects of any 

system. However, it has been observed that presenting links to external sources within an e

catalogue can severely affect security due to the fact that the user will be moved to an entirely 

new website while the profile remains open.
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